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ABSTRACT
In this paper, we introduce a new Multimodal Entity Linking (MEL)
task on the multimodal data. TheMEL task discovers entities in mul-
tiple modalities and various forms within large-scale multimodal
data and maps multimodal mentions in a document to entities in
a structured knowledge base such as Wikipedia. Different from
the conventional Neural Entity Linking (NEL) task that focuses
on textual information solely, MEL aims at achieving human-level
disambiguation among entities in images, texts, and knowledge
bases. Due to the lack of sufficient labeled data for the MEL task,
we release a large-scale multimodal entity linking dataset M3EL
(abbreviated for MultiModal Movie Entity Linking). Specifically, we
collect reviews and images of 1,100 movies, extract textual and vi-
sual mentions, and label them with entities registered in Wikipedia.
In addition, we construct a new baseline method to solve the MEL
problem, which models the alignment of textual and visual men-
tions as a bipartite graph matching problem and solves it with
an optimal-transportation-based linking method. Extensive exper-
iments on the M3EL dataset verify the quality of the dataset and
the effectiveness of the proposed method. We envision this work
to be helpful for soliciting more research effort and applications
regarding multimodal computing and inference in the future. We
make the dataset and the baseline algorithm publicly available at
https://jingrug.github.io/research/M3EL.
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Mystique_
(comics)

Mystique 
(Raven 
Darkhölme)[5] 
is a fictional 
character 
appearing in 
American
comic books published by 
Marvel Comics, commonly in 
association with the X-Men. 

Jennifer_
Lawrence

Jennifer 
Shrader 
Lawrence (born 
August 15, 
1990) is an 
American 
actress. She
has received numerous 
accolades, including an 
Academy Award, three Golden 
Globe Awards,

Jennifer_
Lopez

Jennifer Lynn 
Lopez[2] (born 
July 24, 1969), 
also known by 
her nickname 
J.Lo, is an

American singer, songwriter, 
actress and dancer. In 1991,

Figure 1: Illustration of the MEL task. It links textual and
visual mentions with entities in a knowledge base (e.g.,
Wikipedia). There are four challenges regarding the MEL
problem: (a) textual mention ambiguity, (b) image variety,
(c) polysemous textual entity, and (d) facial ambiguity.

1 INTRODUCTION
Named entities in various modalities and forms are ubiquitous in
our daily life. The nature of information extraction requires us
to link possible mentions to the source entity that is known by
human. We have words, pictures, audios and videos from various
sources to depict an entity. However, it is quite challenging for
computers to connect these entities expressed by multi-granularity
information in different modalities like human. This bottleneck also
hinders the construction of large scale multimodal knowledge base
and poses great challenges on the development of more advance
computing techniques for comprehensive understanding of real
world multi-modal data.

The aforementioned situation leads to the advent of Multi-
modal Entity Linking, where we disambiguate mentions in multi-
ple modalities by linking them to the corresponding named entities
in a large knowledge base such as Wikipedia.

Definition 1 Multimodal Entity Linking (MEL). Given a set
of textual mentions𝑀𝑡 = {𝑚𝑡1, · · · ,𝑚𝑡𝑛} and a set of visual mentions
𝑀𝑣 = {𝑚𝑣1, · · · ,𝑚𝑣𝑚} in a multimodal document 𝐷 , and a knowledge
base 𝐾𝐵 = {𝐸, 𝐿}, the MEL problem is to find the assignment Γ :
𝑀𝑡 , 𝑀𝑣 → 𝐸.

Considering the complexity of real world multimodal data, the
MEL problem poses critical challenges as depicted in Figure 1.

• Textual mention ambiguity, which indicates the textual
mention diversity different from the standard form of the
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factual entity. For example, “J-Lo” and “Jennifer Lopez” point
to the same Wikipedia entry “Jennifer_Lopez”.

• Visual diversity, which means that each entity is displayed
as dissimilar image mentions in different perspectives, light
conditions and scenarios.

• Polysemous textual entity, which stands for possible am-
biguity of a textual mention referring to multiple entities.
Taking an ambiguous mention of “Jennifer” for example, it
may refer to some entity with the same first name.

• Facial ambiguity, which suggests a common case that sev-
eral human entities share the same facial information, e.g.,
movie stars and the characters they played.

Unfortunately, the lack of fine-grained annotated data becomes
a main obstacle for further attempts to solve this emerging mul-
timodal problem. Although diversified types of multimodal data
are available thanks to the thriving multimedia applications, the
labeled linkage between entities in different data modalities is still
rare within these datasets. Moreover, considering diversity in mul-
timodal contents, it is hard to have entity alignment information
between modalities. For example, the presented entities even in
the aligned image-text pair may still be uncorrelated, while the
entities in some other unaligned image-text pairs may be actually
linked. To address the above-mentioned concerns and facilitate
the development of the fine-grained multi-modal entity linkage
techniques, we collect and label a new benchmark dataset for the
proposed MEL task.

If we investigate the interpretation of multimodal entity linking,
several tasks that have connections with MEL and related pub-
lic datasets have been proposed in previous study. For the Neural
Entity Linking (NEL) task, a number of unimodal entity linking
datasets are available. For instance, AIDA datasets [12] are con-
structed for training and testing, and other smaller datasets UIUC
[25] and WNED [9] are only used for testing. Another task simi-
lar to MEL is Multimodal Named Entity Recognition (MNER) that
performs named entity recognition (NER) with extra multimodal
information. For this task, two preprocessed collections of multi-
modal Twitter posts are made public [19, 34, 35], where each tweet
contains a related image. Moreover, another task [1, 21], also called
MEL, focuses on linking word-image pairs to entities. In their work,
two datasets collected from social media are proposed for this task.
Adjali et al. [1] collect tweets for multimodal entity linking which
links social media posts with users. Moon et al. [21] propose to find
entities in short sentences with images from Snapchat data. It is
worth noting that these multimodal entity linking tasks perform
NEL with the assistance of multimodal data. For instance, the men-
tioned users with tweeted picture and users with profile picture are
linked in Adjali et al. [1]. Compared to the tasks mentioned above,
our proposedMEL requires joint disambiguation of both modalities,
and we will discuss the difference between our task and others in
consequent sections.

Different from existing datasets that are collected from social
media platforms, we explore the MEL problem on movie related
multimodal data corpus, which involve textual documents (e.g.,
movie reviews) and rich resources of photos from movies and be-
hind the scenes. To create theM3EL dataset, we conduct multimodal
entity linking among movie reviews, movie-related images, and

Wikipedia entries of movie stars and movie characters. Specifically,
we collect a total of 1,100 movies including their reviews and re-
lated images. Each named entity and images of person are manually
labeled with the name of its linked entity. The resulting dataset is
divided into training set, validation set, and testing set consisting
of 1,000, 50, and 50 movies without overlap, respectively.

Based on the specific setting, the standard pipeline for our task is
clearly different from existing ones such as Adjali et al. [1], Lu et al.
[19], Moon et al. [21], Yu et al. [34], Zhang et al. [35]. Considering
that both the entity to be linked and entity in the knowledge base
may be expressed as either image or text, the entity linking in
either modality can be naturally formulated as a bipartite graph
matching problem given a batch of training data. Therefore, we
develop an optimal-transportation-based deep learning baseline
model to perform multimodal entity linking on this dataset.

To summarize, the main contribution of this paper are as follows.
• We present a novel Multimodal Entity Linking (MEL) task,
which disambiguates mentions in multiple modalities with
corresponding named entities.

• We release a finely-labeled Multimodal Movie Entity Link-
ing datasetM3EL that focuses on disambiguation of movie
characters given textual documents and pictures.

• We further provide a baseline method that models the MEL
task as a bipartite graph matching problem, which can be
efficiently solved by optimal transportation techniques.

• Extensive experiments demonstrate the high quality of the
dataset and the effectiveness of our baseline algorithm.

To foster future research, we release the dataset as well as the
baseline algorithm at https://jingrug.github.io/research/M3EL.

2 RELATEDWORK
2.1 Entity Linking in NLP
The problem of Neural Entity Linking (NEL) lies in identifying an
entity mention in unstructured text and establishing a link to an
entry in a structures Knowledge Base (KB), e.g., Wikipedia and Free-
base [7, 26]. As an essential component of information extraction,
NEL has functioned as a basis of knowledge-based applications,
including knowledge-based question answering, content analysis,
information retrieval and knowledge base population.

In the language domain, two obvious challenges of conducting
such task are mention variations and entity ambiguity. Mention
variation indicates that an entity could be mentioned in various
forms. For example, “Jennifer Lopez” may be referred to as “J.Lo”,
“JL”, and “Lopez” in texts. On the contrary, entity ambiguity means
that the surface form of a mention could relate to different enti-
ties under different contexts. Take the same example, “Jennifer”
may stand for “Jennifer Lopez” and “Jennifer Lawrence”. Apart
from these two key problems, NEL methods also suffer from low
resources and data noises and gradually outdating from knowledge
bases.

Many NEL methods tackle these challenges with a two-stage
disambiguation process. The general architecture includes candi-
date entity generation and entity ranking. The former stage aims at
reducing the large decision space by means of surface form match-
ing, dictionary lookup and calculating prior probabilities such as
linkcount statistics. While the latter stage generates a final entity
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matching score ranking result using normally the mentions with
contexts to compare with candidate entities.

During entity ranking stage, the key to disambiguating mentions
is to encode information from mentions and context. This process
is first conducted with convolutional networks [29] with attention
modeling the coherence between candidate entities [6, 9, 16, 18, 23],
and then with recurrent architectures like LSTMs [11, 17, 36]. Gupta
et al. [11] take two LSTMs to encode the left and right side words
of the mention. Le and Titov [17] incorporate the embedding of a
bi-LSTM and word position embeddings. Latter, pre-trained models,
such as pre-trained ELMo [32] and BERT [2], are used to generate
more semantic consistent embeddings.

2.2 NEL Systems and Applications
In order to train an entity linking model, human annotated pairs of
mentions and entities are required. The most prominent training
data of entity linking task is the AIDA (Accurate Online Disam-
biguation of Named Entities) dataset proposed by Hoffart et al. [12].
AIDA is created by annotating the CoNLL-2003 data, which con-
tains 1,393 documents with mention-entity labels. As the largest
one so far, the AIDA-CoNLL dataset is used for training NEL mod-
els using dataset splits referred to as AIDA-training, AIDA-A and
AIDA-B. The technology of NEL has already been ubiquitous in
a wide range of commercial systems in our daily lives. As a basic
means of recommendation, NEL can be seen in almost every ap-
plication on our smart phones. The construction and updating of
every knowledge database behind the screen ought to thank NEL
models for the disambiguation among words and entities.

2.3 Entity Linking in Multimodal Data
Many applications often require detection, classification, or extract-
ing information from a single type of data such as audio, text, image,
etc. With regards to multimodal data like social media contents,
the task of Multimodal Named Entity Recognition (MNER) is in-
troduced. The task of MNER aims at discovering named entities
in unstructured text and documents in other modalities and entity
types including person (PER), location (LOC), organization (ORG),
andmiscellaneous (MISC). Previous attempts made onMNER [3, 34]
has lead to significant consequence. All these works focus on social
media contents such as multimodal tweets from Twitter. Yu et al.
[34] propose a multimodal transformer model to obtain word-object
level attention. While Asgari-Chenaghlu et al. [3] incorporate vi-
sual information to empower the proposed Transformer-based NER
model.

Some researches [1, 21] also contribute to entity linking among
multimodal data that is Multimodal NEL. Moon et al. [21] proposed
a multimodal named entity disambiguation task with a dataset con-
structed on Snapchat data. They use paired image to disambiguate a
textual mention in a short caption less than 5 words. Adjali et al. [1]
built a multimodal entity linking dataset with tweets, to perform
linking from mentions in tweets to Twitter users.

The similarities of the two works and ours are that all tasks
aim at correctly linking mentions to entities in knowledge bases
with multimodal information. However, we believe that both tasks
are boosting textual NEL with visual clues while we treat both
modalities equally important. What most clearly differentiates our

proposed task from theirs is the topical comprehension and linking
on both textual and visual mentions.

In general, our proposed multimodal entity linking task can be
part of complicated multimodal tasks. For instance, in a visual ques-
tion answering (VQA) task, the linked entities of image regions and
texts provided by MEL models could help machine better compre-
hend questions and answers. Similarly, for video captioning, MEL
models could provide rich information of entities in frames and
subtitles. We believe that the problem of MELwould be an essential
but challenging task and a fascinating research direction as well.

2.4 MEL Methods
In this section, we briefly explain theMEL problem, from uni-modal
entity linking methods to a naïve multimodal method and to our
joint disambiguation methods.

First, to perform the multimodal entity linking on the given mul-
timodal documents, we reduce this linking problem to a unimodal
neural entity linking task, a long studied fundamental problem in
natural language processing, specialized in linking textual mentions
in a document to textual entities in knowledge bases.

Most previous work of NEL in textual domain follows a three-
step paradigm:

(1) First, to locate a referred entity in the ocean of entities,
many researches [12, 14, 17, 22, 24, 37] perform a prelim-
inary filtering process called candidate entity generation,
which generates a list of possibly related entities given a
quested ambiguous mention using statistics.

(2) Second, to rank among the selected candidates, NEL models
use recurrent networks [8, 11, 14, 17, 20, 27] or self-attentions
[30] to leverage the information of mention contexts and
entity descriptions.

(3) To further improve linking accuracy, some works [9, 15, 17,
32] find it crucial to use the topical coherence of entities in
the same document as well as relations among mentions.

With regard to the three aforementioned procedures, the uni-
modal entity linking is not quite consistent to our multimodal
setting, given the reasons below. First, the lack of prior statistical
information like linkcount (mention-entity hyperlink count sta-
tistics) data makes it improbable to filter and produce a candidate
matching list that contains possible matches between a given image
and a massive number of visual entities. Second, the multimodal
mentions describing one target entity are much more diverse than
plain texts; the accuracy of directly comparing mentions with entity
information lowers as the variety becomes large. Third, the natu-
rally existed many-to-many matching among multimodal mentions
are more complex than the unimodal setting.

To date, whereas NEL has been studied extensively, we argue
that it is nontrivial to adapt existing NEL to the MEL setting. In
what follows, a systematic solution framework for MEL remains
to be considered. A straightforward solution would be a two-stage
process to consider the linking of textual features and visual features
independently, which overcomes the first drawback that needs to
rank among all entities. To be specific, it firstly links similar texts
and then directly compares images to that of the entities selected
in the previous textual entity linking stage. Such a naïve method is
reasonable only when the mentioned images and images of entities
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Figure 2: An overview of the data collection process. The
data collection process is composed of automatic labelling
stage and human annotating stage. Textual information and
visual information are displayed in blue and orange respec-
tively.

come from the same domain, such as linking customers’ comments
with pictures to products in online store or disambiguating citizens
with registered voters. However, it is hard to generalize to other
real-life data, involving social media posts and movie comments
for example. When the mentioned images and entity images are
from various domains, and the diversity of mentions will make the
model performance significantly degrade.

Considering the drawbacks of directly using single modal NEL
and the naïve solution, we believe the key to improving the multi-
modal entity linking accuracy is to explicitly model amany-to-many
relation of multimodal mentions within a document. Motivated by
this observation, we propose a simple but effective baseline for
the MEL task. In particular, for each multimodal document, we
construct textual mentions and visual mentions as two graphs.
The many-to-many relationships can then be naturally modeled
as a bipartite matching problem that can be solved by optimal
transport [5, 31, 33]. We measure the distance of mentions from
two modalities with a Gromov-Wasserstein distance (GWD) [33].
Then we jointly train the GWD learning and visual linking process
mentioned in heuristic linking method above. The performance
evaluation on our proposed method indicates that it can be used a
strong baseline for MEL task.

3 DATASET CONSTRUCTION
In this section, we describe in detail the construction process of
our dataset. Figure 2 shows the overview of the data collection
process. The whole dataset is originated from three main sources
of data: Internet Movie Data Base (IMDb)1, The Movie Database
(TMDb) 2, and Wikipedia. We extract full reviews of 1,100 random
selected movies from IMDB dataset and correlating images from
IMDB and TMDB which are organized by MovieNet [13]. To label
multimodal mentions with related entities, we perform a two-stage
1http://www.imdb.com
2https://www.themoviedb.org

Table 1: Statistics of the proposed dataset M3EL.

# Total movies 1,100
# Total images (visual entities) 45,297
# Total textual mentions 181,240

# Average textual mentions per movie review 165
# Average images per movie 41
# Average words per movie review 17,319
# Average ground truth entities per movie 18

labelling process with automatic labelling first and human labelling
later. For textual and visual mentions, we use the Stanford CoreNLP
package and VGGFace2 respectively to automatically link mentions
to entities in a Wikipedia dump. Human annotators are introduced
next to correct any false labels.

3.1 Dataset Statistics
Table 1 summarizes the statistics of M3EL. We collect summarized
reviews of 1,100 movies, 181,240 labelled textual mentions, and
45,297 images in total. For each movie review, 165 mentions are
extracted out of a 17,319-word-length document in average. 41
images on average are collected for each movie, each of which
contains the facial image of the mainmovie character. Table 2 shows
the recall rate of each dataset, which indicates the percentage of
mentions containing the ground truth entity in the candidate sets
that are generated using the technique proposed by [12].

3.2 Dataset Properties
In order to perform high quality multimodal entity linking on the
proposed dataset, we set up a few requirements for the data collec-
tion.

• Each movie has 41 images in average, and each contains a
main character. The number of images for each movie is
between 10 to 50, which ensures the entity linking task to
be challenging due to the diversity of visual appearance.

• Almost all visual entities refer to actors and characters. Cur-
rently, we mainly focus on the persons mentioned in movie
reviews and photographs.

• Most movies (recent movies especially) have images under
different scenes including still scene from the movie scene and
other related scenarios. The images including still frames from
the movie, photos of actors taken at related social events,
posters and other artificial products.

• The disambiguation of textual mentions have various levels
of difficulty. About 70% of the mentions are only part (e.g.,
first name or surname) of the ground truth entities mostly
from the movie title, e.g., “Tom” for “Tom Cruise”. Only 12%
of the mentions match the entities exactly.

• Textual mentions have overlapping surface forms. For exam-
ple, Confusions between the film “Capote” and the character
“Truman Capote” are frequently occurred and quite challeng-
ing.
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Table 2: Recall rates on different datasets.

Dataset Subset #Docs Recall

AIDA
AIDA-train 946 —
AIDA-A (val) 218 97.3%
AIDA-B (test) 232 98.3%

UIUC
MSNBC 20 98.5%
ACE2004 35 90.7%
AQUAINT 50 94.4%

WNED CWEB 320 91.7%
Wiki 318 92.3%

M3EL
M3EL-train 1,000 —
M3EL-val 50 89.5%
M3EL-test 50 89.3%

3.3 Discussions
We compare our proposed M3EL dataset to the other two multi-
modal social media entity linking datasets [1, 21].

• The construction.We construct each document with multiple
textual and visual mentions concerning the same movie.
Moon et al. [21] build a dataset with Snapchat data that each
pair of an image and a short caption links to an entity. And
Adjali et al. [1] link paired name and image in a tweet to
twitter users.

• Data domains. Our dataset contains long movie reviews with
various entities and images related to the movie. In compari-
son, both of the datasets [1, 21] are built from social media
data, where the images do not necessarily have semantic
objects.

• Data scale. Moon et al. [21] collect 12K image-caption pairs
and Adjali et al. [1] collect 20k mentions from tweets, while
we have 181,240 textual mentions and 45,297 images in total.

We discuss the significance of the proposed M3EL dataset. The
purpose of our proposed multimodal entity linking dataset is to pro-
vide labelled data for training models for possible applications. We
discuss a number of potential application scenarios of this dataset
as follows.

• Visual Question Answering (VQA) is a promising appli-
cation that requires the ability of multimodal aligning and
reasoning. MEL could provide it with extra linking informa-
tion on entities mentioned in images and questions.

• Content analysis that involves multimodal documents can
benefit formMEL aswell, e.g., news analysis and social media
content analysis.

• Information retrieval from large databases using multi-
modal data can also use MEL as a component.

• Knowledge base population indicates the updating and
evolution of large-scale multimodal knowledge base which
requires multimodal disambiguation among old and new
entities by using the MEL model.

4 THE PROPOSED FRAMEWORK
In this section, we describe in detail the proposed framework of mul-
timodal entity linking. As depicted in Figure 3, our proposed frame-
work is composed of three modules: neural entity linking, visual
entity linking and multimodal disambiguation. Given a multimodal
document 𝐷 , which contains textual mentions𝑀𝑡 = {𝑚𝑡1, · · · ,𝑚𝑡𝑛}
and visual mentions𝑀𝑣 = {𝑚𝑣1, · · · ,𝑚𝑣𝑚}, a multimodal entity link-
ing method predicts the linking entity 𝑒𝑡𝑖 , 𝑒

𝑣
𝑗 ∈ 𝐸 for mentions𝑚𝑡𝑖

and𝑚𝑣𝑗 respectively.

4.1 Textual Entity Linking
Given the document 𝐷 , the textual entity linking module will per-
form the linking process individually for textual mentions as the
first stage of the framework. Sticking to traditions[9, 10, 12, 15, 32],
the textual entity linking process is conducted by two phases, i.e.,
candidate entity generation and entity ranking.

Candidate Entity Generation. Following [9, 15, 32], we employ
the aforementioned linkcount statistics of large corpuses, which
indicates the probability of the existence of linkage between given
mentions and entities in the wild without considering any context.
Similarly, we calculate this mention-entity prior score 𝑝 (𝑒 | 𝑚)
by averaging probabilities of mention-entity pair with hyperlink
statistics from Wikipedia and YAGO dictionary [12, 28]. We first
take the top 30 candidates with the highest prior probabilities as
[9]. Then we further reduce the number to 7 by selecting the top 4
with highest prior probabilities and another top 3 out of 30 with
highest local context-entity similarities 𝑒𝑡⊤ (∑𝑤∈𝑑𝑖 𝑤). After the
candidate entity generation process, a candidate list 𝐶𝑖 containing
7 possible candidate entities for each textual mention are generated
for entity ranking.

Entity Ranking. Local model considers only the local context
of mentions while ignoring the correlation among the pairwise
linking decisions which is called coherence. Let �̂�𝑡𝑖 be a mention
with its local context. Then the final ranking results are produced by
ranking the scoringmatrix of (𝑒𝑡𝑖 , �̂�

𝑡
𝑖 ) [9, 10, 25]. Different from local

model, many neural entity linking methods take advantage of the
global coherence information for disambiguating among candidate
entities. The global ranking results of mentions are computed as

𝐸∗ = argmax
𝑒𝑡
𝑖
,𝑒𝑡
𝑗
∈𝐶𝑖×...×𝐶𝑛

𝑛∑
𝑖=1

Ψ(𝑒𝑡𝑖 , �̂�𝑡𝑖 ) +
∑
𝑖≠𝑗

Φ(𝑒𝑡𝑖 , 𝑒𝑡𝑗 , 𝐷). (1)

For our ranking method, we follow the entity ranking method
MulRel [15] that jointly models 𝐾 latent relations among all men-
tions pairs. Presumably, each pair of mentions (𝑚𝑡𝑖 ,𝑚𝑡𝑗 ) within the
same document have certain relations, which can be modeled as 𝐾
latent relation embeddings. Then, the global-wise pairwise score is
computed by summing up the weighted pairwise scores for each
relation 𝑘 :

Φ(𝑒𝑡𝑖 , 𝑒𝑡𝑗 , 𝐷) =
𝐾∑
𝑘=1

𝛼𝑖 𝑗𝑘Φ𝑘 (𝑒𝑡𝑖 , 𝑒𝑡𝑗 , 𝐷), (2)

where Φ𝑘 (𝑒𝑡𝑖 , 𝑒𝑡𝑗 , 𝐷) is computed as 𝑒𝑡⊤𝑖 𝑅𝑘𝑒
𝑡
𝑗 for each pair, where

each of the 𝑘 relations is parameterized by a matrix 𝑅𝑘 to be learned.
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Figure 3: The Framework of Multimodal Entity Linking. The framework contains three modules: neural entity linking, visual
entity linking and multimodal disambiguation. It performs linking process respectively on textual and visual input, and then
jointly disambiguates.

Here, we use the scheme that normalizes over all mentions,
which suggests that

∑𝑛
𝑗=1,𝑗≠𝑖 𝛼𝑖 𝑗𝑘 = 1, to achieve better perfor-

mance over the relation-wise normalization accordingly.

𝛼𝑖 𝑗𝑘 =
1

𝑍𝑖 𝑗𝑘
exp

{
𝑓 ⊤ (�̂�𝑡𝑖 )D𝑘 𝑓 (�̂�𝑡𝑗 )√

𝑑

}
, (3)

𝑍𝑖 𝑗𝑘 =

𝑛∑
𝑗′=1
𝑗′≠𝑖

exp

{
𝑓 ⊤ (�̂�𝑡𝑖 )D𝑘 𝑓 (�̂�𝑡𝑗 ′)√

𝑑

}
. (4)

A ranking loss of mentions 𝑚𝑡 within a document 𝐷 is then
calculated for training:

L𝑡ranking =
∑
𝑚𝑡

𝑖
∈𝐷

∑
𝑒𝑡 ∈𝐶𝑖

ℎ
(
𝑚𝑡𝑖 , 𝑒

𝑡 ) , (5)

ℎ(𝑚𝑡𝑖 , 𝑒𝑡 ) = max(0,𝛾 − 𝜌𝑖 (𝑒𝑡 ) + 𝜌𝑖 (𝑒𝑡 )), (6)

where 𝑒𝑡 ∈ 𝐶𝑖 are candidate entities and 𝑒𝑡 are the ground truth
entities.

4.2 Visual Entity Linking
Weuse a 6-layer transformer encoderwithmulti-head attention [30]
to encode visual information of given images and profile images
of entities. By dicing the input image into 64 pieces, the expanded
sequence 𝑥 of pieces with positional encodings forms the input of
transformer encoder. Within each layer of the transformer encoder,
the input sequence is first processed by a self-attention sublayer
for global attention then by a feedforward sublayer. A following
average pooling layer then produces compact visual embeddings
𝑚𝑣 . These computation can be mathematically expressed as:

𝑜𝑣 = LayerNorm(𝑥 + (MultiHead(𝑥))),
𝑧𝑣𝑖 = LayerNorm(𝑜𝑣 + (FNN(𝑜𝑣))),

𝑚𝑣 =
1

64

∑
𝑖∈{1, · · · ,64}

𝑧𝑣𝑖 .
(7)

We assign each pair of visual mention and candidate entity with
a similarity score 𝑆𝑣𝑖 𝑗 by computing a cosine pairwise distance,
which will partially decide the visual linking results. A triplet loss is
calculated to supervise the training procedure by sampling positive
entities 𝑒𝑣 and negative entities 𝑒𝑣 :

L𝑣triplet = max(0,margin−𝑠 (𝑒𝑣,𝑚𝑣) + 𝑠 (𝑒𝑣,𝑚𝑣)) . (8)

4.3 Multimodal Joint Disambiguation
Instead of reasoning through all candidate entities as illustrated in
the heuristic model, we assign images to entities by discovering pos-
sible relations among mentions from different modalities. Within
the same document, intra-modal mentions have subtle relations
and inter-modal mentions may have strong relations of pointing
to the same entity. Therefore, such relations could be viewed as a
many-to-many bipartite graph matching problem.

However, finding the multimodal many-to-many matching is of
great difficulty. On the one hand, identifying an entity of person
in visual expression is challenging due to the visual appearance
diversity. Images tend to have low similarity with the ground truth
entity due to high variety of visual contents including images taken
in different view angles, light conditions and surrounding envi-
ronments. Second, due to the speciality of actors, one may appear
as different entries of Wikipedia, indicating the actor himself and
the role he played, as shown in the Figure 1. In such circumstance,
methods like face recognition or person Re-ID are no longer reliable.
On the other hand, the situation is just as tough for textual mention
disambiguation for variety and diversity as well.

Therefore, we propose to jointly disambiguate both textual and
visual mentions. By doing so, the method have two significant
advantages. First, for each entity, among the several corresponding
textual mentions and images, one image may respond to certain
mentions and contexts but not all of them. Similarly, considering
two images belonging to the actor himself and the role he played,
they will respond to different mentions and contexts, i.e., relating
photos to ground truth entities under different circumstances.
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They even found a way to 
make Batman look uncool. 
He’s pretty much just 
collecting the team for most 
of the movie, and does very 
little on his own. What is 
most disappointing is that 
Ben Affleck is never really 
Bruce Wayne.

Bruce_Wayne 
(DC_Extended 

Universe)
Bruce Wayne, 
also known by 
his vigilante 
alias Batman, is 
a fictional 
character in
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Figure 4: Loss functions for multimodal joint disambigua-
tion.

Graph Matching. Given the analysis above, the matching be-
tween multimodal mentions can be formulated as a graph matching
problem, and optimal transportation can be used to find a near
optimal solution. Following many former practices [5, 31, 33], the
Gromov-Wasserstein Distance is taken into consideration on such
a problem setting. The distance measures the similarity between
pairs of nodes across domains, which models the interdependencies
between multimodal mentions. For example, in Figure 4, the men-
tion pair (“Batman”, “Bruce Wayne”) and a pair of scene of Batman
in the movie may have similar cosine similarity.

To perform optimal transportation, we use `𝑡 and a𝑣 to represent
textual and visual mention distribution individually. We define a
transportation plan𝑇 that𝑇 (𝑀𝑡 ) = 𝑀𝑣 maps the embeddings of all
textual mentions in a document into visual mention embeddings.
The distance D(`𝑡 , a𝑣) indicates the minimum cost of transmitting
from𝑀𝑡 to𝑀𝑣 .

The GWD is calculated as

D(`𝑡 , a𝑣) = min
𝑇 ∈Π (`𝑡 ,a𝑣 )

∑
𝑖,𝑖′, 𝑗, 𝑗 ′

𝑇𝑖 𝑗𝑇𝑖′ 𝑗 ′L(𝑥𝑖 , 𝑦 𝑗 , 𝑥 ′𝑖 , 𝑦′𝑗 ), (9)

where (𝑥𝑖 , 𝑥 ′𝑖 ), (𝑦𝑖 , 𝑦′𝑖 ) are two pairs of nodes from textual and visual
mentions each relating to one entity,L(𝑥𝑖 , 𝑦 𝑗 , 𝑥 ′𝑖 , 𝑦′𝑗 ) = ∥𝑐1 (𝑥𝑖 , 𝑥 ′𝑖 )−
𝑐2 (𝑦𝑖 , 𝑦′𝑖 )∥ and 𝑐 (𝑎, 𝑏) indicates Wasserstein Distance between two
nodes.

Sinkhorn algorithm is applied to solve the GWD problem with
an entropy regularizer:

min
𝑇 ∈Π (`𝑡 ,a𝑣 )

𝑛∑
𝑖=1

𝑚∑
𝑗=1

𝑇𝑖 𝑗𝑐
(
𝑥𝑖 , 𝑦 𝑗

) + 𝛽𝐻 (𝑇 ), (10)

where hyperparameters 𝐻 (𝑇 ) = ∑
𝑖, 𝑗 𝑇𝑖 𝑗 log𝑇𝑖 𝑗 and 𝛽 controls the

weight of entropy regularizer.
The joint cost function of multimodal learning is defined as:

Ljoint = L𝑡ranking + L𝑣triplet + L(𝑥,𝑦, 𝑥 ′, 𝑦′). (11)

Finally, the transport plan 𝑇 from joint disambiguation will in-
volve both the textual entity linking and visual entity linking. For
the similarity matrix of visual mentions and entities 𝑆𝑣 , we rank
the textual mention with minimum cost and add the weighted cost
to 𝑆𝑣 . Similar process is conducted for textual correlation matrix 𝑆𝑡
of mentions and candidate entities as well. The final linking results
are produced by ranking among score matrices.

Algorithm 1: The multimodal entity linking algorithm
Input :Textual mentions𝑀𝑡 and visual mentions𝑀𝑣 in a

document.
Output :Assigned entity to each mention.

1 Procedure MM-nel(𝑀𝑡 , 𝑀𝑣):
2 Textual Entity Linking:
3 Candidate entities generation
4 Compute global similarity scores 𝑆𝑡

5 Visual Entity Linking:
6 Generate visual embeddings via Equation 7
7 Compute cosine similarity scores 𝑆𝑣

8 Joint Disambiguation:
9 Compute GWD

10 Update mention-entity similarity matrices by 𝑇
11 return assigned entities

5 EXPERIMENTS

Table 3: Multimodal entity linking performance in terms of
Micro-F1.

Val Test

Textual Visual Textual Visual

Naïve 80.2 20.5 80.3 23.6
MM-nel (ours) 84.2 29.0 83.3 30.7

5.1 Experimental Setup
We perform experiments on our M3EL dataset. Several textual
datasets are used for evaluation on the unimodal entity linking.
These datasets include an established textual entity linking system
AIDA for training and testing [12], UIUC datasets (ACE, MSNBC,
and AQUAINT) [25] andWNED datasets (CWEB andWiki) [9]. The
performance on all datasets are measured by F1 score which incor-
porates precision and recall of mention-entity linking. While col-
lecting ourM3EL dataset, Stanford CoreNLP tool and VGGFace2[4]
are used to carry out the first round of labeling. We perform all
the linking on top of the English Wikipedia dump (edition of 2021-
03-01). Wikipedia and YAGO corpus are used to compute the prior
probability of mention-entity linkage.

We report experimental results of our proposed method for the
MEL task, which uses M3EL dataset for training, validation and
testing and serves as a baseline. To evaluate the quality of our
released data and to test the performance of multimodal linking,
the results of several linguistic entity linking methods trained on
AIDA dataset are reported for comparison.We illustrate the baseline
models of language entity linking [12], Guo and Barbosa [10], local
and global model [9], as well as recent models includingMulRel [15],
the model we incorporated in our framework and DGCN model
[32].

The dimension 𝑑 of latent space of both modalities are set to be
300. Following the implementation of MulRel, GloVe embedding
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Table 4: Textual entity linking results in terms of Micro-F1 on different datasets.

Train set Methods MSNBC AQUAINT ACE2004 CWEB WIKI M3EL-Val M3EL-Test

AIDA-train

Hoffart et al. [12] 79 56 80 58.6 63 — —
Ratinov et al. [25] 75 83 82 56.2 67.2 — —
Local 𝑝 (𝑒 | 𝑚𝑖 ) [9] 89.3 83.2 84.4 69.8 64.2 70.7 67.3

Ganea and Hofmann [9] 93.7 88.5 88.5 77.9 77.5 — —
DGCN [32] 92.5 89.4 90.6 81.2 77.6 — —
MulRel [15] 93.9 88.3 89.9 77.5 78.0 75.1 70.2

M3EL
Local 𝑝 (𝑒 | 𝑚𝑖 ) 89.9 82.3 86.1 69.4 67.3 79.5 79.3
Naïve (ours) 90.3 88.9 88.1 72.6 66.6 80.2 80.3

M3EL + AIDA-train Local 𝑝 (𝑒 | 𝑚𝑖 ) 92.7 86.7 86.9 74.3 71.9 79.9 79.8
Naïve (ours) 92.9 89.7 88.1 75.8 73.8 80.2 78.8

of words trained on 840B tokens are used to encode mentions and
contexts, and entity embeddings are from [9]. Hyper-parameters
used in the framework are as follows: the 𝛾 = 0.01, the drop-out
rate of NEL module is 0.3, the window size of local contexts is 6, the
diagonal matrix representing relations is sampled from N(0, 0.1).
Early stopping is applied while training textual neural entity linking
module by reducing the learning rate from 10−3 to 10−4 when F1
score of validation set hits 85%, which is the same as in [9, 15]
During candidate entity generation, the first 30 entities are selected
as candidates and the top 7 with highest prior score among them
are kept for further ranking.

5.2 Results and Ablation Study
The experimental results of proposedMEL method are shown in
Table 3. Our model is trained on M3EL training dataset. Compared
to the naïve approach that performs entity linking on either textual
modality or visual modality independently, our proposed multi-
modal entity linking baseline MM-nel demonstrate better accuracy
due to the joint training on the two modalities. Specifically, the
F1 scores of textual entity linking result and visual entity linking
result are 83.3 and 30.7 respectively on testing data. The results
is reported after 30 epochs, with training time and testing time
less than 10 min. The proposed multimodal entity linking method
works in an efficient way. Also, the results indicate that the visual
entity linking appears to be more challenging than the linguistic
entity linking.

Then we perform separate experiments on textual entity linking
in order to compare with state-of-the-art language entity linking
methods. The results on different datasets are shown in Table 4.
Models trained on our proposed M3EL training set achieve com-
parable results on other test sets. If we use both AIDA andM3EL
for training, the performance is further boosted on all test sets.
However, it appears that our model trained usingM3EL does not
outperform traditional language-based approaches on some of the
existing language test datasets. The reason can be explained by the
domain discrepancy betweenM3EL collected from movie reviews
and the language test datasets from news and online Web pages.
How to bridge the domain gap to achieve better linguistic entity
linking performance is still a challenging problem for future study.

6 CONCLUSION
We present a new multimodal entity linking task and construct a
dataset for future study. For this task, we construct a baseline frame-
work that works on multimodal entity linking. The experimental
analysis demonstrate the good quality of our proposed dataset and
the efficiency and effectivity of the baseline method.

The problem of Multimodal Entity Linking is a new task that
maps ambiguous multimodal contents to structured knowledge
bases. This task challenges the solver with the ability of lexical com-
prehension, visual information representation, multimodal align-
ment and large scale multimodal joint learning. The results of MEL
could serve as stepping stones for many multimodal tasks such as
VQA and video captioning, and provide current pre-trained models
with more fine-grained entity linking information and even expla-
nation. We sincerely believe the multimodal entity linking will be
a challenging task that can inspire a wide range of future research
directions.
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